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There are several methods of estimating task difficulty 
and several possible applications of them. The process 
of knowledge testing may be shortened by dynamically 
selecting tasks according to the learner’s ability. There is 
a whole research area of Computerized Adaptive Testing 
(CAT) with multiple models developed to shorten the proc-
ess of knowledge assessment. There are also other possible 
applications, e.g., within online learning environments, 
to adjust the difficulty of consecutive items presented to 
the learner. The aim is to deliver items that are not too 
difficult, as it may cause learner’s frustration. On the other 
hand, if the task is too easy, the motivation of learners 
may decrease. 

There are several Item Response Theory (IRT) models 
used within the CAT area. However, the need for calibra-
tion of item banks, computational requirements, and 
complex implementation make their application within 
online learning environments problematic. Therefore, 
alternative methods of task difficulty estimation are 
evaluated, e.g., rating algorithms originally developed 
and implemented in other fields. The usage of the Elo 

rating algorithm has already found examples within the 
educational context, and this research is the authors’ 
contribution to that field.

Measuring task difficulty

The problem of estimating task difficulty within 
an educational context refers not only to the sum-
mative assessment (Wauters, Desmet, & Van den 
Noortgate, 2012), but is increasingly present in 
the context of online learning environments with 
formative assessment approaches (Chen, Lee, 
& Chen, 2005; Klinkenberg, Straatemeier, & van der 
Maas, 2011; Kortemeyer, 2014; Pelánek, Papoušek, 
Řihák, Stanislav, & Nižnan, 2017). In the context of 
knowledge testing (summative assessment), several 
models have been developed for the purpose of 
Computerized Adaptive Testing (CAT), assessing 
the problem of task difficulty and learner ability. 
The Item Response Models (IRT) of CAT have been 
used for adaptive item sequencing with the main 
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aim of shortening the process of knowledge testing 
(de Ayala, 2008; Veldkamp & Sluijter, 2019). On the 
other hand, online learning environments utilize 
the formative assessment approach and are focused 
rather on providing feedback than on knowledge 
testing. The increasing popularity of online learning 
platforms encourages the introduction of new learn-
ing concepts, and these environments may benefit 
from adaptive item sequencing (Wauters, Desmet, 
& Van den Noortgate, 2010). The platforms may uti-
lize models for estimating task difficulty, adaptively 
delivering personalized learning content dependent 
on the learner’s current ability.

Several aspects increase the difficulty of implement-
ing IRT models developed for the purpose of adaptive 
knowledge testing in the context of online learning 
platforms. The main assumption of these models 
is that the skill level of the learner is a constant, as 
measured at a certain moment of time. Another issue 
is related to the computational requirements of IRT 
models. With the growing amount of task response 
data, satisfying the requirements of recalculation 
task difficulty and learner ability becomes impossible 
in real time. Simulation studies (Verschoor, Berger, 
Moser, & Kleintjes, 2019) have been performed on 
a database consisting of 300 tasks. According to the 
study, the response time increases to 2 seconds for 
20 observations per task and to 140 seconds for 200 
observations per task. However, both these issues are 
in contradiction to the requirements of online learning 
environments, where it is expected that knowledge 
level develops over time, and the updating of esti-
mations for both task difficulty and learner ability is 
provided on-the-fly.

Several methods of difficulty estimation (Klinken-
berg et al., 2011; Wauters et al., 2012; Pelánek et al., 
2017; Morrison, 2019) have already been examined 
as an alternative to IRT models to meet the require-
ments of online learning platforms and to satisfy the 
on-the-fly calibration requirements of these platforms. 
It has been found that rating algorithms, e.g. Elo (Elo, 
1978) or Glicko (Glickman, 2001) may deliver difficulty 
estimations of acceptable accuracy (Pelánek et al., 
2017), with lower computational requirements and 
simpler implementation.

Rating algorithms have been implemented in 
several online learning platforms for the purpose of 
estimating task difficulty, with examples of simple 
multiple-choice or open-ended tasks in the areas of 
mathematics (Klinkenberg et al., 2011), geography 
(Pelánek et al., 2017) and foreign languages (Wauters 
et al., 2012). The simplicity of the task types results 
from the fact that solving a mathematical task re-
quires the entry of the correctly calculated number 
(Klinkenberg et al., 2011). Testing the knowledge of 
geography facts requires the entry of the correct name 
of a country or capital (Pelánek et al., 2017).

This study introduces the problem of solving 
very complex assignments: programming tasks. The 
complexity of the programming task results from the 
necessity to write the lines of programming code 

 defining the algorithm that solves a given problem. 
The learner uploads the created code to the platform 
and receives feedback on the prepared solution. Mul-
tiple attempts are allowed, which should encourage 
the uploading of improved versions of the code if the 
previous submission was incorrect.

Online learning environments for a broader audi-
ence may benefit from the implementation of methods 
for evaluating task difficulty and utilizing the estima-
tions in order to adaptively deliver consecutive items. 
However, the introduction of these methods in smaller 
e-learning courses across the educational system may 
also be beneficial. It may provide an insightful over-
view of the course content difficulty levels and help 
in better understanding the deficiencies in student 
knowledge. The involvement of complex methods 
such as IRT models is a challenge due to the imple-
mentation requirements and high computational 
demands. Therefore, methods delivering accurate 
estimations where the implementation requirements 
are lower are attracting the attention of researchers 
and are a subject for this discussion.

This article presents the approach of utilizing 
the Elo rating algorithm in the context of an online 
learning environment, where multiple attempts are 
allowed, feedback is provided after each attempt 
and the assignment is demanding: programming 
tasks, requiring the learner to write code containing 
algorithms to solve problems of varying difficulties. 
It can be seen that the Elo rating algorithm provides 
consistent estimations of task difficulty in the com-
pared learning periods for both groups of learners: 
beginners and experienced. Additionally, it can be 
seen that the certainty of estimations increases for 
all the analyzed methods if the reliability of the 
assignment to the group according to the level of 
knowledge increases.

Elo rating algorithm
The aim of the Elo rating algorithm (Elo, 1978) is to 

estimate a player’s strength in two-player tournament 
games. It was developed to be implemented within 
chess tournaments and has since been adopted by 
many other sports organizations, e.g. hockey, table 
tennis and basketball. It has also found implementa-
tions in the context of online learning environments 
and has proved to be useful in estimating both task 
difficulty and learner ability (Klinkenberg et al., 2011; 
Wauters et al., 2012; Pelánek et al., 2017). According 
to the research, the estimations delivered by the Elo 
rating algorithm are accurate enough for operational 
use within online learning environments. Additionally, 
implementation requirements and computational 
demands are low, allowing it to be used as an on-
the-fly solution in environments with large numbers 
of system users and available assignments (Verschoor 
et al., 2019).

The rating of learners in an online environment 
is calculated based on the assignment submission 
outcomes. It is subject to change after every sub-
mission.
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The formula for calculating a new ranking is as 
follows:

 Rn = R + K (O – P) (1)

Where: Rn is the new value of the rating, R – the ac-
tual rating, O – submission outcome (1 – fully correct 
response, 0 – incorrect response), P – probability of 
submitting the fully correct response and constant K 
– the optimal value, which is subject to calculations, 
and for chess tournaments the value is often 32.

The probability of submitting fully correct response 
P for a learner is calculated with the following for-
mula:

 
−

=

+

 (2)

Where Rp is the rating for a learner and Ro is the rating 
for the assignment.

There have been several extensions to the Elo 
rating algorithm proposed in the literature. Several 
studies have utilized the basic version of the algo-
rithm and have evaluated the K value experimentally 
(Wauters et al., 2012; Antal, 2013). However, there 
are other approaches, e.g. calculating the K value 
depending on the number of assignments solved by 
a learner (Papoušek, Pelánek, & Stanislav, 2014; Waut-
ers, Desmet, & Van den Noortgate, 2011).

In order to perform calculations with the Elo rat-
ing algorithm, the input data consists of the list of 
all attempts recorded by the system containing the 
following columns: 1) learner, 2) task, 3) round and 4) 
score. The order of the games in the table reflects the 
consecutive order of attempts recorded by the system.

The learner column contains the learner ID and the 
task column denotes the ID of the task in the system. 
Possible values of the score column are: 1 – the learner 
solves the task completely (win) and 0 – the learner 
fails to solve the task (loose). The involvement of the 
round parameter is reasonable in situations where 
multiple tournaments may be divided by periods of 
inactivity. In the context of the learning environment, 
all submissions are considered to occur within one 
tournament (Wauters et al., 2012; Pelánek et al., 2017) 
and this study also utilizes this approach.

Proportion correct
Proportion correct (PC) is a simple measure, cal-

culated as the number of correct attempts on task 
divided by the total number of attempts on the as-
signment.

The difficulty of the i-th task is therefore calculated 
as:

 = −  (3)

Where ni is the number of correct attempts and Ni the 
number of total attempts on the i-th task. The greater 

the number of correct attempts achieved on the task 
in total, the lower the difficulty of that task.

According to Wauters et al. (2012), PC may gener-
ate accurate estimations if administered to 200–250 
learners. The accuracy of the method is very high ac-
cording to several studies (Wauters et al., 2012; Antal, 
2013; Morrison, 2019).

Learner feedback
Learner feedback (LF) is another simple measure, 

based on the concept of crowdsourcing or collabora-
tive voting. Difficulty estimations are based on learner 
estimation of difficulty. Learners judge the assignment 
on the rating scale and the difficulty estimation x′ is 
the mean of n collected responses xi calculated for 
each task, as:

 
=

=  (4)

For the purpose of the present analysis, the learn-
ers rated the difficulty of assignments on the 5-point 
Likert scale in the range: 1 – very easy task, 5 – very 
difficult task. The learners were not obliged to rate 
the tasks, their responses were optional. Additionally, 
no attempt on the task was required prior to rating 
the task, and the learners could rate the task anytime, 
even without a trial.

Obtaining accurate estimations based on LF de-
pends on the number of collected responses from 
the learners (Chen et al., 2005; Wauters et al., 2012). 
The accuracy of the difficulty estimations performed 
by LF increases with the number of learners willing 
to share their opinion on task difficulty. However, 
collecting a sufficient number of responses is an 
organizational problem and for most online courses 
with smaller numbers of learners this may take some 
time. If the responses are collected from a sufficient 
number of learners, the method provides high ac-
curacy in the estimations (Wauters et al., 2012). The 
number of collected learner responses collected in 
terms of this study, broken down into modules, is 
presented in Table 1.

Methodology

This section presents specific issues related to the 
construction of the study, the process of data gather-
ing and the implementation of the utilized algorithm, 
i.e. the online learning environment, the complexity 
of the programming task utilized for the study and 
details related to the groups compared within the 
analysis.

Data
The data was collected during a programming 

course taught at the Faculty of Applied Informatics 
and Econometrics at the Warsaw University of Life 
Sciences. It encompassed two periods: P1 was the 
winter semester 2017/2018 and P2 the winter semes-
ter 2018/2019. First semester students at the faculty 
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take the mandatory course of Programming Funda-
mentals and learn the basic concepts of programming 
languages in a traditional way, with the support of 
a university Moodle e-learning platform, where the 
main course material is available.

Additionally, the students were provided with ac-
cess to the RunCode online learning environment, an 
internet application available at runcodeapp.com. 
Use of the additional online learning environment 
was optional and was not graded; however, the ma-
jority of the students decided to use the platform on 
a regular basis.

The data set contains information about 237 learn-
ers that uploaded 33 619 assignment solutions for 
76 tasks divided into 7 modules available on the 
platform. The difficulty of tasks varied, with both 
very easy and very demanding tasks. The available 
modules with their respective number of tasks are 
presented in Table 1.

Table 1. Modules with the respective numbers of tasks and 
task ratings

Module Tasks Ratings

1. Types 11 657

2. Conditional statement 10 493

3. Recursion 10 425

4. Loops 11 356

5. Recursion on Arrays 8 160

6. Loops on Arrays of numbers 12 262

7. Loops on Arrays of characters 14 187

Sum 76 2540

Source: authors’ own work.

At the beginning of the course the students were 
asked to self-evaluate their level of knowledge con-
cerning programming fundamentals on a 5-point Lik-
ert scale in the range: 1 – lack of knowledge, 5 – very 
good knowledge. For the following comparison, those 
students declaring no or very little previous experi-
ence with programming (responses 1 or 2) were as-

signed to the group of beginners, A (n=152), while 
the remaining students declaring previous experience 
with programming were assigned to the experienced 
group, B (n=85). The number of users and task submis-
sions (attempts), divided into modules for each group, 
is presented in Table 2. The initial number of students 
enrolled in the course was equal during both periods; 
however, more students decided to use the applica-
tion in period P2. This may result from the very posi-
tive feedback the application received from students 
using it in the first period. The new students were 
encouraged to use the application by their older col-
leagues. Therefore, the students in period P2 started 
using the application earlier, on average, which may 
to some extent explain the differences described in 
the following sections.

Several aspects of the summary presented in Table 
2 are important according to this study. There were 
more learners from the group of beginners using the 
application, which may be for the following reason. 
About the half of the students of the first semester at 
the faculty declared having very low or no previous 
experience with programming. These students were 
in general more eager to use the application as it al-
lowed them to experience more uncertainty related 
to the course material than the students from the ex-
perienced group. The students from the experienced 
group might have felt more confident about their level 
of knowledge and therefore were less interested in 
using additional resources.

It may also be observed that the engagement of the 
students across all modules was stable. The number 
of attempts across all modules varied slightly; how-
ever, the average number of submissions was high 
for every module. This effect may result from the 
implementation of gamification elements, improving 
the engagement and motivation of the system users 
(Wang & Eccles, 2013; Pankiewicz, 2016).

Programming task
The aim of the programming task available on the 

platform was to create a small program, a function to 
return the correct value for any given input. In con-
trast to popular and simple question types available 

Table 2. Comparison of the number of users, total and average number of attempts (Att.) within modules (Mod.) in groups 
A and B across two analyzed periods: P1 and P2

Mod. P1-A P1-B P2-A P2-B

 Att. Users Avg Att. Users Avg Att. Users Avg Att. Users Avg

1 903 53 17.0 383 25 15.3 2440 87 28.0 1014 43 23.6

2 1172 48 24.4 468 23 20.3 2455 79 31.1 904 39 23.2

3 1409 53 26.6 600 29 20.7 2596 82 31.7 1245 42 29.6

4 1527 52 29.4 554 24 23.1 2970 80 37.1 1073 37 29.0

5 891 45 19.8 443 22 20.1 1610 64 25.2 637 35 18.2

6 1116 48 23.3 389 23 16.9 2181 70 31.2 745 31 24.0

7 1021 48 21.3 476 25 19.0 1676 61 27.5 721 33 21.8

Source: authors’ own work.
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on e-learning platforms, such as multiple-choice or 
open-ended questions, the probability of guessing the 
correct answer in a reasonable number of attempts 
was very low for the programming task.

The purpose of the programming task was to create 
a logical sequence of operations, an algorithm, that 
solves a certain problem of various levels of difficulty. 
Consider the simple problem of checking whether 
two numerical values passed to a function are not 
equal. The learner was instructed that the aim of the 
task was to “create the function bool IsNotEqual (int x, 
int y) to return false if the numbers x and y are equal, 
otherwise return true.”

In order to submit the solution and receive a score 
(0–100%) and feedback from the system, the learner cre-
ated a code containing the required signature of the 
function (name, parameters and type of the returned 
value) and code that returned the logical (Boolean) 
value of true or false, depending on the numbers 
passed to the function. After submitting the code to 
the platform, the code was actually executed by the 
test runner in order to verify if the function returned 
the expected results.

The score was calculated as the proportion of tests 
that ended in success to the overall number of tests 
performed on the code. The tests were defined by 
a lecturer. The number of tests depended on the com-
plexity of the assignment, but usually varied between 
5 and 10, which was enough to test simple functions. 
The purpose of the multiple tests was to assure that an 
uploaded solution returned the correct result for every 
potential combination of parameters. There could be 
later tests defined for the IsNotEqual function, to vali-
date the correctness of its implementation: checking 
if the function returned true when the parameters x 
and y were not equal, e.g. x = 2 and y = -2, and if 
it returned false when the parameters x and y were 
equal, e.g. x = 2 and y = 2. In order to strengthen the 
reliability of the evaluation, further tests with several 
different parameter values could be defined.

Multiple uploads of the solution were allowed. 
The system provided feedback after every submis-
sion, involving three elements: 1) formal errors (if the 
programming fundamental errors were mostly syntax 
mistakes) returned by the compiler, e.g. the line of 
the code did not end with a semicolon and therefore 
the code could not be compiled; 2) warnings returned 
by the compiler, e.g. defining a variable that was not 
used in the program; and 3) test results returned by 
the test runner containing information about the ef-
fects of executing the submitted code.

If the compiler detected formal errors in the 
 uploaded code, e.g. a missing semicolon, execution 
of the submitted code was impossible and therefore 
the submission received 0 points. If there were no er-
rors in the submission, unit tests were then executed 
on the function by the test runner in order to check 
that the function returns the expected value for each 
defined input parameter set.

If the information returned by the compiler con-
tained only warnings, the code was still executed 

by the test runner; however, the submission did not 
receive a 100% score. Each warning detected by the 
compiler lowered the grade by 1%.

The third component of the feedback informa-
tion presented all information about the parameters 
used to execute the unit test, the expected result and 
actual result returned by the function submitted by 
the learner.

Compared groups
Each group, the beginners and experienced learn-

ers, had different initial levels of knowledge. This dif-
ference clearly led to other differences, such as in the 
average number of attempts needed to successfully 
solve each task. However, this study focuses on groups 
of learners of the same declared initial level of knowl-
edge. The task difficulty estimations obtained from 
the group of beginners in period P1 was compared to 
the results obtained from the group of beginners in 
period P2. The same comparisons were performed on 
the groups of experienced learners. As a result, it can 
be shown that groups of the same declared initial level 
of knowledge presented significant differences in the 
number of attempts needed to completely solve the 
assignment across the analyzed periods. Secondly, it 
can be demonstrated how this difference impacted the 
quality of the difficulty estimations, as performed by 
the different methods of evaluating task difficulty.

Learners utilize the feedback information in order 
to upload a corrected version of the solution. The 
data shows that the tasks were on average very chal-
lenging, both for the beginners and the experienced 
learners. The success rate for all consecutive attempts 
decreased. Less than half of the first-attempt sub-
missions received a maximum score (100%) for both 
groups. The success rate in consecutive attempts dif-
fered in both compared groups in each of the analyzed 
periods. In general, the more experienced learners 
succeeded more often than the beginners, which was 
as expected. However, the difference was expected to 
be higher. A moderate difference may occur if learners 
having previous experience with programming were 
optimistic in estimating their real level of knowledge. 
More reliable estimations of knowledge level was ex-
pected in the group of beginners. The overview of the 
success rate for the first five attempts for both groups 
across analyzed periods is presented in Figure 1.

Not all learners completely solved the tasks where 
they uploaded at least one solution. There may be 
different reasons for not attempting to solve a task 
completely, e.g. skipping to another task that seemed 
more interesting, lack of time, or decreasing level of 
motivation after several unsuccessful attempts. The 
comparison of the average number of attempts needed 
to completely solve the assignment for both groups in 
the two analyzed periods is presented in Figure 2.

The results met the expectations, as it was ob-
served that the experienced learners (B) needed less 
attempts to solve the assignments than the beginners 
(A) (Figure 2). This effect was observed in both com-
pared periods: P1 and P2.

Elo Rating Algorithm for the Purpose of Measuring Task...
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Figure 1. Comparison of the success rate for the first five attempts across periods P1 and P2 for groups A (beginners) and 
B (experienced learners)

Source: authors’ own work.

Figure 2. Comparison of the average number of attempts 
for the tasks solved correctly across periods P1 and P2 for 
groups A (beginners) and B (experienced learners)

Source: authors’ own work.

There were also statistically significant differ-
ences observed between the groups of beginners and 
experienced learners across both periods in terms 
of the number of attempts required to solve a task 
completely. The U Mann-Whitney indicated that the 
number of attempts in period P1 was significantly 
lower than in period P2 for both analyzed groups: 
A and B (p-value < 0.001) (Table 3).

This test is used when the assumptions of the t-test 
cannot be met – which was the case in this analysis 
(assumption of normal distribution).

There were significant differences observed 
between the groups of learners declaring the same 
level of knowledge for each period. Potential rea-
sons for these differences were explored in the 
previous sections. The primary difference between 
the groups is that users in period P2 began to use 
the application earlier. The tasks available on the 
platform did not change; however, significant differ-
ences explored between analyzed groups suggested 
that the estimations of task difficulty may also differ 
significantly. The purpose of the following analysis 

Table 3. Comparison of the average number of attempts for tasks solved correctly across periods P1 and P2 for groups A and 
B with results of the U Mann-Whitney test

P1 P2 U Mann-Whitney test

Avg. no. of attempts – Group A
n = 2389 n = 3665

2.4914 3.1945 p < 0.001

Avg. no. of attempts – Group B
n = 1151 n = 1836

2.2684 2.774 p < 0.001

Source: authors’ own work.
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is to explore the relationships between differences 
in the difficulty estimations that result from the 
fact that the tasks were solved by different learner 
groups – even if the initial level of knowledge was 
held constant.

The following chapter compares three methods of 
difficulty estimation: Elo rating algorithm, proportion 
correct and learner feedback, in terms of stability of 
the delivered difficulty estimations.

Results

For the purpose of this study, the optimal value of 
the Elo parameter K was evaluated by experiment. 
The range used for the search was between 1 and 50. 
The highest correlation between estimations of dif-
ficulty in both the analyzed periods for the group of 
beginners (A) is observed for a K value of 11. For the 
group of experienced learners (Group B), the highest 
correlation is observed for a K value of 30. The Elo 
rating algorithm calculations were applied with the 
PlayerRatings R package (Stephenson & Sonas, 2019) 
with the default value for the initial rating for both 
learners and tasks.

The results of the analysis (Figure 3) show that 
group of beginners (Group A) achieved more stable 
estimations of task difficulty. The difficulty estimations 
were less stable for the group of experienced learners 
(Group B). In both groups, the Elo rating algorithm 
outperformed the other methods, and was the least 
sensitive to differences between both analyzed groups 
across the compared periods.

The Pearson’s correlation coefficient was calculated 
for the estimations of task difficulty in the two learn-
ing periods (P1 and P2). The analysis was performed 
for two groups of learners: beginners (Group A) and 
experienced learners (Group B). Three methods were 
compared: Elo rating algorithm, learner feedback (LF) 
and proportion correct (PC) for a number of attempts 
ranging from 1 to 15 (Figure 3).

It can be observed that the difficulty estimations 
from the Elo rating algorithm were more consistent 
across the analyzed periods (correlation in the range 
0.87–0.92 for Group A and 0.72–0.84 for Group B) 
than LF (0.84 for Group A and 0.74 for Group B) and 
PC (0.78–0.85 for Group A and 0.63–0.78 for Group B) 
for both analyzed groups. Elo was less malleable than 
PC, and this effect has been observed as stable with 
growing numbers of analyzed attempts. This may result 
from the main assumption of the rating algorithm and 
the involvement of the probability estimations in the 
rating change. While every attempt influenced the PC 
estimations with the same ratio, its impact on Elo de-
pended on the probability of winning (or loosing) the 
game. Therefore, the rating change was less dynamic 
for attempts where the rating of the learner and task 
was similar and increased with greater distance be-
tween learner and task ratings. In terms of this analysis, 
the increasing number of user’s unsuccessful attempts 
dynamically increased the difference in the PC estima-
tions. For Elo, each additional unsuccessful attempt 
had less impact on the task rating, as it became less 
probable that the learner would solve the assignment 
and the dynamic of the task rating change decreased.

Figure 3. Correlation between task difficulty estimations in periods P1 and P2 for the groups of beginners (Group A) and 
experienced learners (Group B). Comparison of three methods: Elo rating algorithm (Elo), learner feedback (LF) and proportion 
correct (PC) for the number of attempts between 1 and 15

Source: authors’ own work.
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Conclusions

The aim of this research was to compare methods 
of task difficulty estimations suitable for use within 
online learning environments for the purpose of adap-
tive item sequencing. Three methods were compared 
in terms of stability of the delivered results: Elo rating 
algorithm (Elo), proportion correct (PC) and learner 
feedback (LF). The comparison was performed on data 
from two periods, P1 and P2. Two groups of learners 
were compared: beginners (A) and experienced learners 
(B). Assignment to the appropriate group was based on 
the learner self-assessment.

It has been shown that Elo outperforms the PC and 
LF methods and delivers the most stable estimations for 
both compared groups of learners. The task difficulty es-
timations performed on the group of beginners (Group A) 
are overall more stable than for the group of experienced 
learners (Group B). The reasons of this discrepancy may 
be two-fold: it may be assumed that the self-assessment 
of the current level of knowledge for students with no 
or little previous experience is more reliable than for the 
students declaring more previous experience. Students 
who already had previous experience with programming 
may tend to overrate their knowledge level in a self-as-
sessment. The second aspect is related to the difference 
in the number of students and recorded attempts across 
both groups. The number of collected attempts for 
Group B may be too low to deliver stable results.

Although the self-assessment method is a simple and 
quick method of estimating initial knowledge level, it 
seems to be more reliable if the declared knowledge 
level is low or very low, at least in terms of the analyzed 
course subject with a task that is demanding: a pro-
gramming assignment. In order to avoid problems with 
estimating the initial level of learner knowledge, a pre-
test could be used to verify the self-assessment ratings.

Several of the study assumptions need to be taken 
into consideration in implementing Elo in other areas 
of education. Firstly, the compared groups share simi-
larities in terms of previous educational experience. 
Secondly, the amount of gathered data is sufficient to 
draw conclusions: although the activity was not manda-
tory, the level of student engagement was very high. 
Thirdly, the programming task utilized in the study is 
demanding. The use of a multiple attempt approach 
for multiple choice or even mathematical open-ended 
questions could lead to different outcomes.

Online learning environments may benefit from the 
implementation of fast methods for estimating task 
difficulty and learner ability. This study has shown 
that the implementation of the Elo rating algorithm 
in the context of a learning platform where the task is 
demanding, with multiple attempts being allowed and 
feedback provided, may be a reasonable choice.
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Olga Robinson, Alistair Coleman, Shayan Sardarizadeh, 
A report of anti-disinformation initiatives

Fake news is a global problem that challenges how we share informa-
tion and perceive the world around us. Evidence of home-grown and 
foreign online influence operations has caused alarm and concern among 
politicians and voters. There are fears that democratic institutions and 
national elections are under threat from mis-, dis-, and mal- informa-
tion shared on a huge scale online and on social media platforms. Mob 
lynchings and other violence based on false rumors have turned fake 
news into an emergency in some parts of the world, costing lives and 
causing significant problems for societies. This has prompted a number 
of governments to adopt measures ranging from legislative and legal 
action to media literacy and public awareness campaigns to fight the 
spread of disinformation. 
In this report, BBC Monitoring’s specialist Disinformation Team inves-
tigates fake news landscapes around the world and analyses a range of 
measures adopted by governments to combat disinformation. The study 
provides a geopolitical context with timely, relevant examples from 
19 countries in four continents (with a particular focus on European 
nations). The team also reports on the European Union because of its 
size, power, and influence.
Concerns about making just, effective laws to counter fake news are amplified by some countries’ creation of 
legislation which purports to fight disinformation but appears instead to be used to attempt to gain greater 
control over their media environment and to suppress debate on social media. Our report indicates that there 
does not currently seem to be any quick fix that would allow governments to curb the spread of disinformation 
effectively through legislation without prompting criticism.
Excerpts from the report published by the University of Oxford, August 2019.

More information at https://oxtec.oii.ox.ac.uk/wp-content/uploads/sites/115/2019/08/OxTEC-Anti-Disinforma-
tion-Initiatives-1.pdf


